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ABSTRACT: Travel time is the reciprocal of speed and is a useful measure of road congestion and traffic system performance. Travel time is also a basic traffic variable that is used in many Intelligent Transportation System (ITS) strategies such as route guidance, incident detection, and traveler information systems. Previously, speeds were mainly acquired from double inductive loops configured as speed traps, since single loop speed estimates based on assumptions of a constant vehicle length were inaccurate. However, more accurate measurements of speed can now be accomplished with single loops by utilizing inductive waveforms of vehicles that are outputed from newer detector cards. An algorithm using signal processing and statistical methods was developed to extract speeds from inductive waveforms. The results show that the proposed algorithm performs better than conventional single loop estimation methods. The results also show that the algorithm is robust under different traffic conditions and is transferrable across surveillance sites without the need for recalibration. The use of the extensive single loop surveillance infrastructure is a cost-effective way of obtaining more accurate network-wide travel time information.
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INTRODUCTION

Speed is a fundamental traffic variable that is applicable to both macroscopic and microscopic analysis. Individual vehicle speed is the distance traveled divided by the time taken to traverse that distance. In other words, speed measures the rate of motion. The averaging of individual vehicle speeds produces the space mean speed variable in the fundamental traffic flow equation (Wardrop, 1952) of

\[ q = k \ v \]

Where:

- \( q \) = volume
- \( k \) = density
- \( v \) = speed

The inverse of speed is travel time which is a very useful performance indicator of the transportation supply system. However, speeds are usually measured at points (over short distances) while travel times are used to indicate the duration of travel over a section of roadway or an entire trip. It is therefore necessary to sample speed at multiple points on a section in order to obtain an accurate estimate of the travel time. If an extensive inductive loop infrastructure exists, then travel times can be estimated accurately even during congested traffic conditions. The collection of accurate vehicle speeds for deriving travel times is therefore critical to government agencies, travellers, and university researchers for applications ranging from real-time traffic control to long term transportation planning.
There is significant ongoing research in the area of traffic surveillance. Old technologies are constantly being refined while new technologies are being developed for use in transportation. Evaluation of different detection technology have been performed at different levels of government. For example, Hughes and JHK & Associates (1994) investigated detection technologies for the United States Department of Transportation and the Federal Highway Administration. On the state level, for example, Bahler et al. (1998) tested non-intrusive traffic detection technologies for Minnesota Department of Transportation. A useful reference on traffic detector technologies is the Traffic Detector Handbook published by the Institute of Transportation Engineers (ITE, 1990). Some technologies that are capable of measuring speed either directly or via post-processing include: inductive loop, piezoelectric, radar, acoustic, ultrasonic, video, and magnetic (Klein, 1995).

Even though many new technologies have great potential for future widespread implementation, it is also valuable to improve current detection technology. This is specially relevant to inductive loop detectors, since there is a significant existing infrastructure. For example, in the state of California alone, the California Department of Transportation estimates that there are approximately 300,000 existing inductive loop detectors on California freeways (PATH 1997). This number does not include the significant number of loops deployed in individual cities.

There are two ways of measuring speed using inductive loop detectors. The first way is to use a set of double loops in a speed trap configuration. The speed trap refers to the measurement of the time that a vehicle requires to travel between two detection points (Woods et al., 1994). Woods et al. also discuss other aspects of the speed trap
design including optimum speed trap spacing. Speed is measured as

\[ v = \frac{a}{t_2 - t_1} \]

Where:

- \( v \) = speed
- \( d \) = distance between detectors
- \( t_{on}^1 \) = time when the first detector turns on
- \( t_{on}^2 \) = time when the second detector turns on

In addition to the turn on times, the Traffic Control Systems Handbook (Wilshire et al., 1985) recommends the use of turn off times also in order to improve the speed accuracy. The averaging of the turn on and off times results in the following equation:

\[ v = \frac{1}{2} \left( \frac{d}{t_2 - t_1} + \frac{d}{t_2 - t_1} \right) \]

Where:

- \( t_{off}^1 \) = time when the first detector turns off
- \( t_{off}^2 \) = time when the second detector turns off

The second way of measuring speed is by using a single loop detector. In other words,
Where:

\[ v = \frac{l}{t_{\text{off}} - t_{\text{on}}} \]

- \( l \) = effective length, vehicle length + detector length
- \( t_{\text{on}} \) = time when the detector turns on
- \( t_{\text{off}} \) = time when the detector turns off

Since actual vehicle lengths are not known, a mean vehicle length must be assumed for this computation. Because lengths can vary greatly from vehicle to vehicle, the use of a mean vehicle length can result in inaccurate measurements of speed. For example, longer trucks will produce underestimated speeds, and shorter passenger cars will produce overestimated speed.

Another approach of estimating average speed using single loops is by using fundamental traffic flow considerations. The average speed is estimated by using average lane volume and loop occupancy. Some publications that discuss this approach include Athol (1965), Hall et al. (1989), and Jacobson et al. (1989). Speed is expressed in these approaches as

\[ v = \frac{q}{o \cdot g} \]

Where:

- \( v \) = space mean speed
- \( q \) = flow
- \( o \) = occupancy
- \( g \) = factor that takes into account the vehicle and detector length

Hall et al. discusses the use of a sliding value of \( g \) which changes with occupancy and is calibrated separately for each set of geometric conditions. This approach assumes that traffic flow is uniform, occupancy is a constant multiple of density, and vehicle lengths are constant. Speed inaccuracies result when the assumed conditions are invalid. Mikhalkin et al. (1972) shows that an estimate using this approach will
produce a biased estimate of the space mean speed. Also, individual vehicle speeds are not estimated with this approach.

In order to produce an unbiased estimate of individual and mean speed using single loops, Mikhalkin et al. (1972) suggests the use of the minimum mean square error estimator for speed. This approach assumes that random vehicle arrival times are uniformly distributed. This approach also necessitates the estimation of the unbiased mean vehicle length during the relevant time interval.

The use of single loop vehicle waveforms for measuring speed has many advantages over previous approaches of speed derivation using loops. First, it can be implemented with existing single loop infrastructure without cutting new loops for speed traps. Second, there is no assumption of a mean vehicle length, so the accuracy of computing speed is not a function of the distribution of vehicle lengths. Third, in contrast to "traffic flow approaches", there is no assumption of traffic uniformity, and individual vehicle speeds in addition to mean speeds can be obtained. Last, there is no distributional assumptions made on vehicle arrival times or vehicle speeds.

The discussion on the use of fundamental traffic flow variables for estimating space mean speed is a critical topic but is out of the scope of this paper. The research in this paper is only concerned with the accurate measurement of individual vehicle speeds by using vehicle waveform analysis.

BACKGROUND

The inductive loop detector is a vehicle surveillance system that is capable of sensing vehicle presence or passage and transmitting the information to the traffic controller. Some references on the operation of the inductive loop detector include Taylor (1972), ITE (1990), and Provenza (1985). The two main components of the inductive loop detector system are the loop system and the detector card. The loop system is a combination of loops of wires connected through transmission lines (leads) to the traffic cabinet. The detector card is an electronic unit that energizes the physical loop with a periodic signal. A magnetic field is induced around the loop by the resonance circuit of the detector card. The sensing of vehicles is accomplished by computing the change in the total inductance of the loop system caused by the vehicle disturbing the loop magnetic field. In the case of some advanced detectors,
this changed in inductance can be recorded at small time intervals. As a result, the inductive waveform of a vehicle can be recorded by sampling the inductance change multiple times.

Figure 1 shows four examples of vehicle inductive waveforms recorded by sampling the detector at short time intervals. The vertical axis represents the relative inductance change and the horizontal axis represents time. A continuous curve is shown instead of the actual discrete curve in order to clearly display the shapes of the waveforms.

The hardware necessary for collecting vehicle waveforms is composed of four different components: the data collection computer, time synchronization source, physical loops, and the detector cards. The data collection process is as follows. After the detector samples the inductance change from the loops, it transmits the inductive waveforms to the data collection computer for storage. An optional Global Positioning System is included in the setup to obtain accurate time stamps. Figure 2 illustrates the hardware interconnect for instrumenting a two lane highway.

**METHODOLOGY**

As was shown in Figure 1, the vehicle inductive waveforms contain both a leading and a trailing edge. These edges are slew rates which represent the rate of the metallic mass of the vehicle moving over the loop magnetic field. The waveform within these edges is produced when the entire vehicle is covering the loop. This portion of the waveform is no longer the slew rate because of the integration property of the loops, and produces no useful speed information. The estimation of vehicle speed using single inductive loop detectors involves two main procedures. The first is the extraction of the vehicle slew rate or edges from the inductive vehicle waveform. The second is the estimation of the vehicle speed based on the slew rate.

**Slew Rate Extraction**

There are several steps to extracting the slew rate information from the inductive vehicle waveform. Figure 3a shows one example of a vehicle waveform that will be used to illustrate the process of slew rate extraction. The y-axis has units of percentage change of inductance counts, and the x-axis has units of milliseconds. Note that the vehicle waveform which results from decreases in inductance have been
inverted to facilitate analysis. The first step in extracting slew rates is to eliminate waveform oscillations that have inductance values near the baseline inductance. This is accomplished by using an arbitrary threshold that will eliminate all oscillations while preserving as much waveform information as possible. A value of 10%-20% was found to be a good threshold from empirical trials with different datasets. The oscillations near the baseline occur because the detector card is constantly trying to adjust the base inductance value in order to compensate for changes in absolute inductance due to environmental and other effects. The oscillations also occur because vehicles are composed of a complex combination of metallic masses including the undercarriage, the engine, and axles. Figure 3b. shows an example of a waveform with the oscillations removed.

The next step is to extract the leading and trailing edges of the vehicle waveform. These edges are slew rates in the sense that they represent the rate of movement of the vehicle's metallic mass over time. The waveform edges in this case have units of % inductance change over time. The upper end of the waveform edges are found by detecting a local maximum point in the vehicle waveform. Therefore the termination point of the waveform edge is defined as

\[ f(x) \leq f(c), \quad \forall x \in S \]

Where:
- \( c \) = the time at which the local maximum occurs
- \( f(c) \) = the local maximum
- \( f(x) \) = the value of the waveform or inductance change at a time \( x \)
- \( S \) = the set of time values that include a single local maximum

Since the waveform is actually a discrete waveform, the termination point of the leading and trailing edges are found by searching for a local maximum by starting from the threshold value that is illustrated in Figure 3b. The resulting leading and trailing edges are shown as solid curves in Figure 3c.

**Description of Data**

Since different data sets were used in the development of the speed measurement algorithm, the details of the data sets are presented here before the algorithm. The inductive vehicle waveform data was collected on June 30, 1998 in Irvine, California. Figure 4 shows the arterial data collection site in Irvine, California. This site consists
of two detector stations bounding a two lane section of Alton Parkway between the intersections with Telemetry and Jenner streets. Each loop station has double loops for speed measurements. Waveform pairs were collected, since each loop produced one waveform. The distance between the two loop stations is 425 feet. The loops were standard 1.83mX1.83m (6ftX6ft) rectangular loops that are commonly used by many state and city agencies. Video was instrumented on each lane on both the upstream and downstream stations. Video was used to confirm the flow values obtained from the detectors, and to check the road traffic conditions.

There were two data collection periods. The morning peak data was collected between approximately 8:00am and 9:30am at the downstream station. This dataset contained 581 vehicle signature pairs. The average flow over that time period was 612 VPH for two lanes. Due to arterial signalization and varying traffic demand, different speeds, acceleration profiles, and traffic flow levels were observed during the 1-1/2 hour period. The maximum observed speed was 30.66m/s (68.68mph). The minimum speed was 5.47m/s (12.25mph). The arithmetic mean speed was 20.77m/s (46.52mph). The standard deviation of the speed was 4.11m/s. The longest electronic length (length of detector+vehicle) observed was 20.31m. The shortest electronic length observed was 3.89m. The mean electronic length was 4.83m.

The midday data was collected between approximately 12:00pm and 1:00pm at the upstream station. This dataset contained 530 vehicle signature pairs. The average flow over the midday period was 575 VPH. The maximum observed speed was 32.52m/s. The minimum speed was 15.16m/s. The arithmetic mean speed was 22.13m/s. The standard deviation of the speed was 2.61m/s.

Figure 5 shows the percent relative frequency speed distributions for the two datasets. Both the morning and midday datasets contained a wide range of traffic flow conditions and vehicle speeds. This diversity is useful for developing and testing speed computation algorithms. The two datasets are collected from two different sites at different times of the day. Therefore these datasets can be used to test the transferability of the algorithms. Both datasets also contained a wide range of vehicle types including minivans, sports utility vehicles, trucks, buses, and semi-trailer trucks.
**Speed Estimation**

The first step in the development of the speed computation algorithms is to plot the available data and to analyze the data graphically. Figure 6 confirms our intuition that the slew rate is linearly correlated with speed. The correlation coefficient for the slew rate and speed is 0.8866 for morning peak data and 0.7762 for midday. Furthermore, Figure 6 also shows that a linear relationship exists between the slew rate and the speed. The scatter plots are also used to compare the data from loop 1 and loop 2 at each double loop station. The plots confirm our intuition that each loop in the double loop station produces data with similar correlation between slew rate and speed. The plots of the morning peak downstream using loop 2 and the midday upstream using loop 1 are not shown as they are almost identical to the plots shown in Figure 6.

The next step is to model the relationship between slew rate and speed in order to predict and/or compute speeds. Given the scatter plots shown in Figure 6, the following simple linear model is postulated for the slew rate/speed relationship of the population.

\[
speed_i = \alpha + \beta \text{slew}_i + \varepsilon_i
\]

Where:
- \(speed_i\) = dependent variable
- \(\text{slew}_i\) = independent variable, slew rate
- \(\varepsilon_i\) = disturbance term

In the context of linear regression,

\[
\text{spêed}_i = a + b \text{slew}_i
\]

\[
\varepsilon_i = speed_i - \text{spêed}_i
\]

Where:
- \(\text{spêed}_i\) = estimates of the speed
\textit{slew}_i = \text{regressor, slew rate}
\textit{a, b} = \text{parameters of regression}
\textit{e}_i = \text{residual}

The following assumptions are made in order to perform linear regression. First, there is the assumption that no observations on \textit{slew}_i convey information about the expected value of the disturbance. In other words, the conditional expected value of the disturbance is equal to zero. This is a reasonable assumption since only the measurement errors and the random vehicle fluctuations contribute to the disturbance. The random vehicle fluctuations are the result of different driving behavior and vehicle mechanics. Second, the assumption of homoscedasticity is made. Last, the disturbances of the slew rates are assumed to be uncorrelated. The last two assumptions are also reasonable since there is nothing in the loop resonant circuit theory to suggest that variance is not constant across slew rates and that disturbances are correlated. These assumptions are supported by residual tests, and test outcomes are reported in the results section.

Least square estimation, which tries to minimize the sum of square residuals, is used to determine the parameters \(a\) and \(b\). The solution of the following normal equations yields the parameters of the regression model.

\[
an + b \sum_{j=1}^{n} \text{slew}_j = \sum_{j=1}^{n} \text{speed}_j
\]

\[
a \sum_{j=1}^{n} \text{slew}_j + b \sum_{j=1}^{n} \text{slew}_j^2 = \sum_{j=1}^{n} \text{slew}_j \text{speed}_j
\]

Speed can then be predicted or computed for a vehicle by using the linear regression model and a given slew rate for that vehicle.

An interesting experimental concern arises when the standard error of \(b\) is examined in the following equation (Wannocott, 1990):

\[
\text{standard error} = \frac{\sigma}{\sqrt{n}} \cdot \frac{1}{s_{\text{slew}}}
\]
The above equation implies that by increasing $S_{slew}$, the standard error of $b$ can be reduced. This suggests that one might want to collect the regression data by driving control vehicles over the loops with as wide a spread of slew rates as possible. However, this approach is a costly approach that detracts from the ease of implementation of the proposed speed computation system. Consequently, only data from natural occurring traffic is used for calibrating the proposed system.

**Derivation of Ground Truth**

The ground truth for individual vehicle speed is derived by using double loop data. Both digital and analog detector outputs were obtained during the vehicle waveform data collection. Double loop speeds that are computed using digital outputs can have typical errors of between 3% and 5% for commonly observed vehicles such as cars and pickups (Woods et al. 1994).

Pusula et al. (1989) found that the standard error of the speeds measured with analog waveforms is only one third of the error of the speeds with the traditional digital output from thresholds. The measurement of vehicle speed is determined by using the 50% amplitude point of the leading edge of the waveforms from loop 1 and 2 (Pusula et al. 1994). Thus, this technique is used in deriving the ground truth.

Figure 7 illustrates the double loop speed computation process. In this figure, the first waveform corresponds to the first loop in the speed trap, and second waveform corresponds to the second loop. For each waveform, the front edge is linearized, and the 50% point is determined and shown as a circle in the figure. The vehicle travel time is the difference between the time corresponding to the first circle and the second circle. Since the distance between the double loops is known, the speed is determined by dividing this distance by the travel time.

An alternate method that requires less computation is to use the peak of the waveforms. Waveform peaks are shown as asterisks in Figure 7. This method is less accurate since a waveform can have a plateau instead of a single peak. In fact, the example in Figure 7 exhibits such inaccuracies.

Regardless of which double loop speed computation method is used, there is some error associated with the measured speeds. More precise instrumentation composed of infrared beam curtains or high precision Doppler radars could yield a more accurate ground truth, but the cost of these devices prohibited their use for this
research. Therefore the inaccuracy of the ground truth could have contributed to the error in the research results.

RESULTS

First the results from the linear regression will be shown. Then comparisons will be made with other single loop estimation methods. The sensitivity of the regression parameter with respect to the calibration size will be analyzed, and other model form possibilities will be discussed. In the results section, the term calibration is used to describe the process of estimating regression parameters.

The downstream morning peak dataset was divided into 300 vehicles for calibration, and the remaining 281 for testing. Linear regression was performed by using the first 300 vehicle waveforms from the second loop only, so an additional 300 vehicle waveforms from the first loop are also available for testing. The regression coefficient as well as several measures that are commonly included in regression analysis are listed in Table 1. The t-statistic shows that all coefficients are significant. The R² value confirms that a large fraction of the variance of the speed can be explained by the slew rate. The standard error shows that about two-thirds of the residuals will lie between -1.90m/s and +1.90m/s. The large value for the slope is due to the fact that the units of the independent variable is in term of % inductance change per millisecond.

Some analysis was performed on the regression residuals in order to validate the normality assumptions of the error term (ε) and to verify that the error terms are not correlated. The error term is assumed to be distributed \( N(0, \sigma_\varepsilon^2) \), which means that it is normally distributed with zero mean and constant variance. Figure 8 shows the histogram of the residuals along with the table of descriptive statistics. The histogram and the statistics both show that the distribution of the residuals do not deviate significantly from normal, and the expected value of the distribution is almost zero. In order to test for heteroscedasticity, hypothesis testing is performed using the following null and alternate hypotheses:

\[
H_0: \sigma_i^2 = \sigma^2, \forall i
\]

\[
H_1: \text{any } \sigma_i^2 \neq \sigma^2
\]
The application of White's heteroscedasticity test (White 1980) produced a small F-value of 0.6172, which means the null hypothesis cannot be rejected and the errors are homoscedastic. The Durbin-Watson statistic was 1.655 which shows only small evidence for autocorrelation, thus the model is not adjusted for time-ordered effects.

Table 2 shows the results comparing three different single loop speed computation methods. The test data is composed of 281 vehicles from the downstream morning peak data. The first column, labeled waveform speed, is the speed computed by the approach of using inductive waveform slew rates. The second column, labeled unbiased speed, is the speed computed in the conventional fashion by using an unbiased estimate of the mean effective length (length of vehicle and detector). The estimated effective length was found to be 4.83 meters for the downstream morning dataset. This length is divided by the loop traversal time of the vehicle to obtain unbiased individual vehicle speed. The third column, labeled biased speed, is the speed computed by using a commonly assumed effective length of 6.55m (21.5ft) (Arendonk, 1996). An assumed effective length is commonly used by transportation agencies, since it does not require the sampling of vehicle lengths for estimating a sample mean. The data from the second loop of the speed trap is used for testing all three speed computations.

The results from Table 2 show that the waveform speed algorithm performed better than other conventional speed computation methods. The waveform speed was more accurate and shows less variability than the other two approaches. A value of 8.7% standard deviation for the unbiased speed computation error is not surprising, since this standard deviation is a function of the distribution of vehicle lengths. In locations where the traffic is more homogeneous in term of vehicle type for all times of the day, the unbiased speeds is expected to be much more accurate and to exhibit less variability than the results from Table 2. The biased speed shows a significant average error of 36.9%, since a biased effective length is assumed. This result shows that if an effective length which does not reflect the traffic characteristics of the particular location is assumed, then significant speed computation error will result.

In order to test the transferability of the calibrated algorithm and regression coefficient, speeds are recalculated using the vehicle waveforms from the first loop instead of the second loop. In other words, the second loop waveforms are used for calibration, while the first loop waveforms are used for testing. The results in Table 3 show the average error and the standard deviation of error increased only slightly.
when using testing data. Table 3 presents some evidence for the transferability of the calibrated algorithm.

In order to further verify the transferability of the calibrated algorithm, testing is performed using the vehicle waveforms from a different location recorded at a different time of the day. This dataset is recorded at the upstream site during midday. The results in Table 4 reaffirms the robustness of the algorithm. The average error remained the same while the standard deviation of error increased only slightly. It is interesting to note that the unbiased speed, computed using the unbiased mean effective length of this dataset, shows less error than the morning dataset. This result reflects the more homogeneous midday traffic that contains less truck traffic and more lunch time passenger vehicles.

The sensitivity of the regression parameter with respect to the calibration size and the associated average estimation errors are shown in Figure 9. Figure 9a. shows that the regression slope fluctuates when less data is used for calibration, but the value levels off after 300 vehicles are used. This is the reason for using a calibration dataset size of 300 vehicles. Figure 9b. shows the sensitivity of the average prediction error using a test data size of 231 vehicles. In terms of average prediction error, errors of around 7% are obtained after the calibration size is larger than 25 vehicles. However, regression theory shows that a larger variability in the independent variable leads to smaller standard errors in the residuals; therefore, a more conservative calibration size such as 300 vehicles will most likely contain more variability. Regression can also be accomplished by selecting a small set of vehicles that have a wide range of speeds, but such a set is not contiguous in terms of arrival times and does not lead to real-time calibration.

Table 5 shows the regression results of using other models forms to describe the relationship between slew rate and speed. The t-statistic show that some coefficients of these more complicated model forms were not statistically significant. The $R^2$ values and the standard errors of regression are all similar between these model forms and the linear model. Also Figure 6 presents a strong graphical evidence for the use of linear regression. Therefore the simpler linear model is adequate for predicting vehicle speeds.
CONCLUSION

This paper presents a new methodology for computing vehicle speeds using single loops. The inductive waveform slew rates are extracted, and a linear regression model is used for deriving speeds from slew rates. Data collected from Irvine, California, shows that this method can perform better than other methods of computing speed. One main advantage this method has over other methods is the fact that the accuracy of predicting speeds is not a function of the distribution of vehicle lengths. Another advantage, is the robustness of the method which is shown to be temporally and spatially transferable. This method requires very little computing power and cost to implement. The simplicity of the methodology leads to uncomplicated real-time implementations for traffic management and control purposes.

The utilization of the current single loop infrastructure avoids costly road closures and equipment associated with the cutting of double loops. In many cities and states, this infrastructure is extensive and can produce speed information for different Intelligent Transportation System needs. However, double loops or other detection systems are still necessary if high accuracy in speed computation is required.

Local accelerations can be computed by using this method if double loops are available. The local accelerations are simply the difference between the speed computed from the first and second loops in a speed trap. The local accelerations can be a valuable input for congestion monitoring and incident detection algorithms. No acceleration results were presented because there was no ground truth available for validating results.
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### TABLE 1. Linear Regression Results

<table>
<thead>
<tr>
<th>Output (1)</th>
<th>Coefficient (2)</th>
<th>Standard Error (3)</th>
<th>t-Statistic (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (intercept)</td>
<td>3.597205</td>
<td>0.461335</td>
<td>7.797389</td>
</tr>
<tr>
<td>b (slope)</td>
<td>1739.639</td>
<td>46.04257</td>
<td>37.78327</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td></td>
<td>0.8273</td>
</tr>
<tr>
<td>Standard Error of regression</td>
<td></td>
<td></td>
<td>1.9028 m/s</td>
</tr>
</tbody>
</table>

### TABLE 2. Single Loop Speed Computation Results Using AM Downstream Data

<table>
<thead>
<tr>
<th>Errors (1)</th>
<th>Waveform Speed (2)</th>
<th>Unbiased Speed (3)</th>
<th>Biased Speed (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Error (%)</td>
<td>6.7</td>
<td>12.7</td>
<td>36.9</td>
</tr>
<tr>
<td>Standard Deviation of Error (%)</td>
<td>5.3</td>
<td>8.7</td>
<td>11.8</td>
</tr>
</tbody>
</table>

### TABLE 3. Testing Transferability Using AM Downstream Data

<table>
<thead>
<tr>
<th>Errors (1)</th>
<th>Waveform Speed Using Second Loop (calibrated) (1)</th>
<th>Waveform Speed Using First Loop (uncalibrated) (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Error (%)</td>
<td>6.7</td>
<td>7.2</td>
</tr>
<tr>
<td>Standard Deviation of Error (%)</td>
<td>5.3</td>
<td>5.9</td>
</tr>
<tr>
<td>TABLE 4. Single Loop Speed Computation Results Using Midday Upstream Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Errors (1)</td>
<td>Waveform Speed (2)</td>
<td>Unbiased Speed (3)</td>
</tr>
<tr>
<td>Average Error (%)</td>
<td>6.7</td>
<td>7.24</td>
</tr>
<tr>
<td>Standard Deviation of Error (%)</td>
<td>5.7</td>
<td>11.73</td>
</tr>
</tbody>
</table>

| TABLE 5. Regression Using Other Model Forms |
|---|---|---|---|
| Output (1) | Coefficient (2) | Standard Error (3) | t-Statistic (4) |
| (a) Quadratic Model Form: speed = a + b slew + c slew^2 |
| a | -1.838342 | 1.016288 | -1.808879 |
| b | 3028.725 | 221.9280 | 13.64733 |
| c | -70812.11 | 11953.21 | -5.924108 |
| R^2 | 0.845554 |
| Standard Error of regression | 1.802480 m/s |
| (b) Cubic Model Form: speed = a + b slew + c slew^2 + d slew^3 |
| a | -2.564159 | 2.046421 | -1.252997 |
| b | 3327.396 | 783.6314 | 4.357333 |
| c | -106996.3 | 89315.42 | -1.19960 |
| d | 1343666 | 3286728 | 0.408816 |
| R^2 | 0.84541 |
| Standard Error of regression | 1.805012 m/s |
FIG. 1. Examples of Vehicle Inductive Waveforms: (a) Passenger Car; (b) Sport Utility Vehicle; (c) Semi-Trailer Truck; (d) Minivan
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FIG. 4. Data Collection Site
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